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ABSTRACT 

People now communicate on a variety of internet channels on a daily basis. Natural language processing techniques 

can be used to deduce users' mental states based on textual or spoken information they post on these sites. Using SMS 

to predict mental health issues is a proactive step toward better treatment. NLP is transforming the way that 

professionals in the field of mental health assess patients' freedom of expression in order to identify and diagnose 

mental illnesses. In addition to offering new avenues for research into human attitudes and behaviors, machine learning 

techniques can be used to recognize the telltale indications and symptoms of mental illness. In this study, we 

investigate various supervised classifier methods in depth and use natural language processing (NLP) to identify the 

mental health state from a text message. People experience suffering from several mental diseases, but the most 

common ones include PTSD, bipolar disorder, panic disorder, depression, stress, and anxiety. We used Decision Trees, 

Random Forest, K-Nearest Neighbors, BernoulliNB, and Logistic Regression to classify the data for this investigation. 

In comparison to the other four classifiers, Logistic Regression performs the best in our suggested strategy. The 

experimental result confirms that more accurate patient data classification can be achieved with the suggested 

methodology. With a 93 percent accuracy rate, the suggested model was demonstrated to be efficient. 

 

INTRODUCTION 

People used to connect with one another in this age through a variety of social media platforms and chat apps, including 

Twitter, WhatsApp, SMS on phones, and others. Therefore, it is too difficult to determine someone's emotional 

condition only by looking at their message. Anybody can recognize negative signals as a sign of mental instability. 

People are unable to interact positively with others when they are insecure or unable to maintain their regular state. 

Because of this, the unfavorable message could be interpreted as mental illness. 

People give their loved one’s beautiful messages when they are having fun or feeling loved. Thus, a positive message 

could indicate that mental wellness is normal. We used the Emotions dataset, which is based on SMS messages sent 

by individuals to their friends and family, in our study. We use these data to train our model in order to forecast their 

mental state. Next, we examine how those supervised algorithms compare to one another. Here, K-nearest Neighbor, 

BernoulliNB, Random Forest, Decision Tree, and Logistics Regression are employed. 

PREVIOUS WORKS 

Natural language processing (NLP) was employed by Raj et al. to enhance sentiment-based classification. 

Characteristic of Sentiment A vector and the beginning of a word have been employed to increase the validity and 

dependability of the data for these aims. Several machines learning techniques, including Disambiguation of Words 
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and SVM, maximum entropy, and naive Bayes, are typically employed in this study. NLP and WSD are used to 

improve classification accuracy.[1] 

The technology used in this study first gathers data from the social networking site Twitter, which is subsequently 

cleaned using a number of methods. From the training data, feature vectors are extracted, and then A variety of 

machine learning classifiers are used to categorize the data. Additionally, this study uses Python 2.7.3 and the NLP 

methods module, NLTK.[1]  

The results of this study indicate that using sunsets can improve performance by 3% to 6%. According to the author, 

future research of this kind might concentrate on cutting expenses and enhancing methods down to the paragraph 

level.[1]  

Calvo et al. employ NLP to develop a common language that integrates mental health, HCI, and NLP to offer 

psychological support. According to the author, NLP can be used to create AI applications, create mental health 

applications, and create marketing apps based on user feedback and emotions. In this study, models based on data, 

labels, and interventions have been put forth. They used NLP to examine the data and interventions. The author has 

examined how NLP can be used to construct mental health apps from different kinds of data.[2] 

In order to identify depression, Katchapakirin et al. looked at social media posts made by Thai people. Research has 

examined depression identification methods using natural language processing. This study was conducted using the 

TMHQ psychological health survey and microblogging platforms. To optimize classifications, SVM with Weak and 

random forest approaches with quick miners have been applied. Data with positive and negative polarity are divided 

into two groups. According to this survey, those who communicate negative viewpoints in private with me alone are 

significantly more depressed than those who share opinions with everyone and all day long. [3] 

Using natural language processing (NLP), Nigam et al. exhibited the taxonomy of several sentiment analysis 

approaches and proved that logistic regression is more accurate than other methods. This study makes use of 

supervised machine learning and Twitter data. Among other things, the suggested method purges data of HTML 

decoding, URLs, and symbols. Next, consider phrases in both positive and negative situations. It shows statements in 

both positive and bad scenarios, but without the stop words this time. After characteristics are retrieved, data is 

classified and analyzed using different machine learning techniques.[4] 

Mental health concerns are becoming increasingly important. The National Health and Morbidity Survey 2017 found 

that one in five people experiences depression, two in five experience anxiety, and one in ten experience stress. Higher 

education students bear the danger of joining the affected community. This project will use machine learning 

algorithms to classify students based on how stressed, depressed, and anxious they are. The information was given by 

students at a Kuala Terengganu higher education institution. [5] 

This study assessed both individual depression symptoms and sociodemographic characteristics to ascertain if and 

where teens with depression sought out mental health therapies. Teens with major depression symptoms who sought 

therapy of any kind made up 53.38 percent of the sample.[6] 

Sub-analyses of women without a history of depression were conducted. The characteristics that put women at the 

most risk for PPD were hardiness and psychological features, along with prenatal depression and anxiety. These traits 

should be considered for future clinical models that are implemented immediately after delivery in order to help 

identify women who are at high risk for postpartum depression and to provide individualized and affordable follow-

up.[7] 

The rise in psychological issues and the demand for high-quality healthcare have recently sparked research on the 

application of machine learning to mental health issues. We collect research and articles on machine learning 

techniques for predicting mental health problems by searching credible databases. Next, we group the research articles 

that we have gathered into groups according to mental health conditions, such as schizophrenia, bipolar disorder, 

anxiety and depression, PTSD, and problems related to the mental health of children.[8] 

We concluded that the most significant predictors of mental health decline are the healthcare role held by frontline 

workers, recent sleep patterns, age, the amount of COVID-19-related news they typically consume daily, and their use 
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of alcohol and cannabis. These conclusions were reached after interpreting the various models used to analyze the 

data from the mental health survey.[9] 

A mental illness is one of the disorders for which there is now no effective treatment. The most difficult task is figuring 

out if someone actually suffers from a mental illness. A person may be experiencing a specific situation for a variety 

of reasons, such as family, work-related stress, society, etc. Our investigation of this conundrum will be limited to 

predicting physical ailments in individuals and ascertaining the patient's state of being through the use of the pre-

classified information. Moreover, the results of this application's tests can be used to demonstrate IoT in healthcare in 

a practical setting.[10] 

METHODOLOGY 

The proposed method's sequence diagram is shown in Fig. 1. We are going to use our dataset to first look for the null 

value. We cleanse the data if a null value is present. If there are any duplicate entries in our dataset, remove them and 

reindex the information. Next, we assigned labels to our dataset. We assign a number between 0 and 1 to our dataset 

simply because it is textual data. A 0 denotes normal health status, while a 1 denotes an unstable stage (such as 

depression, bipolar disorder, stress, panic attack, or anxiety). Next, we conduct a sentiment analysis of the dataset's 

positive and negative sentiments. Our textual dataset, which is displayed in fig. 2, was preprocessed. Initially, in the 

preprocessing step, we utilize the function After that, use lemmatization to clean up the texts and get rid of the stop 

words. We extract the true meaning of words using tokenization and stemming. Thus, the dataset will now be divided. 

With 30% designated as a test set and the remaining portion as a training set. Using these training data, all supervised 

classification techniques will be trained. After the model parameters have been trained, we will use them to forecast, 

providing prediction output for test data and comparing those classifiers. We will then use the classifier with the best 

accuracy on test data for the final evaluation. 

 

Fig. 1. Methodology. 
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Fig. 2. Preprocessing step. 

A. Acquiring Information 

Our entire spectrum of intellectual, cognitive, and social well-being is included in mental health. It affects our 

judgment, social interactions, mental health, and ideas, feelings, and behaviors. Mental health is vital at every stage 

of life, from infancy to maturity. Therefore, we used an emotion-based data set from Kaggle [11] for the data set. After 

studying this dataset, we redesigned it for binary classification, designating 1 for the normal condition and 0 for the 

unstable states of anxiety, depression, panic disorder, stress, and bipolar disorder. After removing duplicate data, our 

dataset—which included 16,000 texts—contains 15893 characteristics. 

B. Information Evaluation 

A potent tool for both understanding and imparting knowledge is data visualization. Sentiment analysis data can be 

shown using a wide range of techniques, including matrices, graphs, and histograms. Among the most used are word 

clouds, interactive maps, and other techniques. Here, Fig. 3 displays the dataset's word cloud, providing a preview of 

the entire collection of data. Here, it stands for anxiety, depression, and the normal state, respectively. The distribution 

of the entire dataset's mental health condition is shown in Fig. 4. Anxiety, despair, and panic disorder are all shown in 

our work as class 1 unstable states. 

 

(a) 
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(b) 

 

(c) 

Figure 3: (a) Normal Word Cloud; (b) Anxiety; (c) Depression. 

 

Figure 4: Mental Health States Distributed 

MODEL DETAILS 

In our suggested methodology, we employed the following five classifier algorithms: Random Forest, K-Nearest 

Neighbor classifier, Bernoulli Naive Bayes, Decision Tree, and Logistic Regression. 

A. NLP, or natural language processing 

The results of text mining are fed into natural language processing (NLP), one of the most advanced artificial 

intelligence techniques. NLP is the capacity for verbal communication in people. It is a method for turning spoken or 

written natural language inputs into outcomes that may be used. NLP requires interaction between a machine and a 

human, making it an interesting challenge to do. The study and comprehension of the interaction between computers 

and human language is the focus of the field of natural language processing, or NLP. These tools can be used by 
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developers to make practical tech applications. Numerous topics of interest have surfaced in NLP. Therefore, mining 

identified individuals, retrieving knowledge through documents, reading text messages across languages, synthesizing 

manuscripts, utilizing technological advancements to infer responses, and sorting & aggregating papers are the most 

crucial responsibilities in the main regions. In an academic atmosphere, theoretical concepts are regularly debated. 

NLP is a branch of data science that uses statistics and dynamic mathematical computations.[12] 

B. Managed Algorithms 

A set of characteristics (independent variables) is used as a basis for supervised machine learning algorithms to predict 

a dependent variable. Using labeled datasets connected to predict the results of new, unlabeled experiment datasets, 

they ascertain the relationship between qualities and outcomes. They achieve this through gradual modification. The 

show was really well done. After that, a second dataset is usually used to test the algorithm's ability to predict known 

outcomes based on the attributes associated with them. Supervised machine learning algorithms can be broadly 

classified into two types. Algorithms come in two varieties: those for classification and regression. Classification 

algorithms, sometimes called classifiers, are expected to have authorized licensed use restricted to: Technology 

Institute of India (IIT) Mandi. 

C. The Logistic Regression 

Logistic regression (LR) is one of the most widely used machine learning algorithms in the field of supervised learning. 

Predetermined independent factors are used to predict the classified explanatory variables. This logistic function has 

a value between 0 and 1.[14] 

D. Bayes Bernoulli Navie  

Naive Bayes is the name of one variant of the Naive Bayes algorithm used in machine learning. It is particularly useful 

when the dataset has a binary distribution and the output label is either present or absent. The main advantage of this 

technique is that it simply detects features as binary values, like False or True, Ham or Spam. 0 or 1, No or Yes.[15] 

E. K. The closest neighbor 

To determine the probability that a given data point belongs to one of two categories, the k-nearest neighbors (KNN) 

method uses the data points that are closest to the provided data point. Regression and classification problems can be 

tackled with k-nearest neighbor. Generally speaking, though, it is utilized in situations involving classification issues. 

[16] 

(𝑋𝑋1,2)= πΣ(𝑥𝑥1𝑖𝑖−𝑥𝑥2𝑖𝑖)2𝑛𝑓𝑖𝑖=1 (1) 

F. Random Forest 

Random Forest (RF), a well-known class of rules, employs the supervised studying paradigm. It can be used for 

machine learning tasks including regression and classification. It is based on supervised approaches, a tactic for 

combining various classifiers to solve a difficult issue and enhance the model's performance.[17] 
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Figure 5: Random Forest Block Diagram. 

G. Decisions Tree 

The decision tree (DT) is most often used to solve classification problems, while it can also be used to solve machine 

learning difficulties. It is a tree-structured extractor, where the outcome is represented by a node in the tree and the 

prediction model is shown by pathways. Core nodes describe the features of the dataset.[18] 

 

Fig. 6. Decision Tree Block Diagram 

ANALYSIS OF THE RESULT 

K-fold, or K=5) Every experiment employs cross-validation to assess the effectiveness of the suggested methodology. 

Performance is measured using three factors: efficiency, reliability, and accuracy. F-measure, recall, and precision are 

used in every experiment [19]. 

A. Assessments 

Positive numbers that are correctly predicted and show that the actual and forecast class values are both yes are known 

as True Positives (TP). For example, if the predicted class implies that the person is also mentally ill and the definite 
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value indicates that the person has a mental illness. True Negatives (TN) are negative values that indicate that both 

the projected class value and the true class are false and have been accurately anticipated. For instance, we can presume 

that the anticipated class is the same if the actual result shows that the individual's mental health is not okay. A False-

positive [FP] occurs when the real class is no, while the expected class is yes. For instance, the predicted value suggests 

that the person is not mentally well even though the individual is. When the actual class appears but not the anticipated 

one, this is known as a False Negative (FN). In contrast to the expected class value, which suggests that the person is 

mentally unstable, the genuine class value, if it is apparent, indicates that the person is in excellent health. Once we 

comprehend those four attributes, we can calculate F1 score, Accuracy, Precision, and Recall. [19]. 

Accuracy is the statistic most commonly used to evaluate an algorithm's performance in classification tasks and is, in 

many cases, the first choice. The ratio of correctly predicted data items to total observations is commonly known as 

the appropriate data item to witness proportion. [19] 

 

"The quantity of significant data bits from among a group of data items" is the definition of precision. Stated 

differently, what proportion of the strongly predicted observations made by an algorithm are positive? [19] 

 

In recall, the number of significant data items that have been identified is displayed. [19]  

 

when calculating an algorithm's performance, the f-score incorporates both precision and recall[19] 

 

B. Error estimation 

The mean squared error is commonly used to assess how closely a collection of data resembles a linear regression. 

The lengths between series of data and the regression model are squared in order to achieve this. These lengths are the 

"imperfections". To eliminate unwanted signals and highlight important differences further, the final squaring is 

necessary. Since you are examining the total of a number of errors, it is known as the mean squared error.[19] 

The lower the MSE score can be, the better. Achieving a very minimal mean squared error could be challenging. As 

the MSE accounts for both the bias and dispersion of the estimator, it is frequently referred to as the following stage 

(from the premise) of the cost function. MSE defines the range of an unbiased estimator. Since variance prediction is 

similarly equivalent to the squares from the under parameter, MSE also makes use of the same measurement 

scheme.[19] 

 

The gap between the observed and expected data, or how well the data fit the supplied, is expressed by the Root Mean 

Squared Error. The answer variable indicates that this is typically in the same unit. The more closely the projected 

data resembles the real data, the lower the RMSE. [19] 
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R2 is a statistic that assesses the potential uniqueness of many variations in one variable at several in another. R-

squared is a straightforward metric that ranges from 0, which indicates that the suggested method does not improve 

forecasting over the mean hypothesis, to 1, which indicates complete accuracy. The R-squared of the regression model 

is rising proportionately, indicating that it is rising.[19] 

 

 

C. Classifiers' Performance Analysis 

Table 1 displays the classification results for the confusion matrix's True Positive (TP), False Positive (FP), False 

Negative (FN), and True Negative entries. (TN).We calculated the f1-score, recall, and precision for the data in Table 

II. Table II indicates that while the accuracy value is higher in the mentally stable state (LR), the best precision value 

is shown in the mentally ill state (Class 1) by the RF. Then, BernoulliNB (NB), RF, DT, and KNN have the highest 

values for the mentally stable condition. Following RF and LR, DT, NB, and KNN exhibit a high precision value in 

the (class=1) mentally unwell state. In order to solve that conundrum, we examine the F1score. Given that the F1 score 

demonstrates a harmony between precision and memory. A good f1-core, which indicates accurate detection, is 

implied by low false positives and false negatives. Table 2 shows us that the f1 score After NB, RF, DT, and KNN, 

who perform the lowest in both states—NB, RF, DT, and KNN in a mentally ill state—LR is the best performer in 

both. However, both states have high LR F1 Scores. LR outperforms other classifiers with an F1 score of 0.94. Table 

2 demonstrates that the accuracy of Logistic Regression is higher than that of the other four classifiers. Thus, the best 

performer in this case is logistic regression. 

Table I: CONFUSION MATRIX'S TRUE POSITIVE (TP), FALSE POSITIVE (FP), FALSE Negative (FN), AND 

TRUE NEGATIVE (TN) 

 

Table II: Performance Evaluation Metrics (Accuracy, Precision, Recall, F1-Score, Precision) 

 

The error analysis has been displayed (r2-score), and it contains meaning squared error (MSE), root mean square error 

(RMSE), and r-squared error. The classifier is better when the MSE and RMSE values are lower. Table 2 demonstrates 
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that the accuracy of Logistic Regression is higher than that of the other four classifiers. Thus, the best performer in 

this case is logistic regression. In order to categorize, the training model in Figure 7 is logistic regression. 

Table III: Test and Training Data Error Evaluation Metrics (MSE, RMSE, AND R2-SCORE) 

 

 

 

Figure 7 shows an example depiction of the optimal training model for evaluation. 

CONCLUSION 

We give a detailed comparison of the five Classifier Algorithms discussed above in our paper. According to the 

findings of the experiments, Logistic Regression has the highest performance, whereas others specialize in certain 

scenarios. In the future, we will work with other social site data and other classifier algorithms can also be considered. 
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