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ABSTRACT 

Cardiovascular diseases (CVDs) are a major cause of death worldwide, ranking among the deadliest disease. By 

utilizing statistical and machine learning (ML) algorithms to discover risk biomarkers, CVDs can be early detected 

and prevented. In this work, we use biochemical data and clinical CVD risk factors to predict CVD-related death 

within a 10-year follow-up period using machine learning models like Logistic Regression (LR), Support Vector 

Machine (SVM), Random Forest (RF), Naïve Bayes (NB), Extreme Grading Boosting (XGB), and Adaptive Boosting 

(AdaBoost). Using the Ludwigshafen Risk and Cardiovascular Health (LURIC) study cohort, we included 2943 

individuals in our analysis, of whom 484 were declared deceased from cardiovascular disease. For every model, we 

determined its accuracy (ACC), precision, recall, F1-score, specificity (SPE), and area under the receiver operating 

characteristic curve (AUC). According to the comparative analysis's results, the most dependable algorithm is logistic 

regression, which has an accuracy of 72.20%. In the TIMELY trial, these findings will be utilized to calculate the risk 

score and mortality of cardiovascular disease in patients with a 10-year risk. 

INTRODUCTION 

Cardiovascular disease is a dangerous condition that affects people globally. It is responsible for 17.9 million deaths 

annually, or 32% of all fatalities worldwide [1]. By 2030, CVD is predicted to be the cause of more than 23.6 million 

deaths yearly [2]. In 2016, cardiovascular disease-related mortality accounted for 1.68 million deaths in Europe, or 

37.1% of all deaths [3]. Cardiovascular disease can be brought on by a number of risk factors, including blood pressure, 

diabetes mellitus, LDL cholesterol, irregular pulse rate, physical activity, poor diet, family history of the disease, and 

ethnic background. Numerous tests can be used to predict cardiovascular disease. However, early diagnosis may be 

challenging due to medical staff inexperience [4]. The risk of cardiovascular disease must be assessed for both primary 

and secondary prevention. A number of statistical risk scores are available to estimate the risk of patients who have 

experienced a prior CVD incident or The non-cardiovascular disease (CVD) event is categorized as follows: 

Atherosclerotic Cardiovascular Disease (ASCVD) [9], American College of Cardiology/American Heart Association 

(ACC/AHA) [9], HeartScore [10], WHO risk score [11], CoroPredict [12], QRISK3 [6], Framingham Risk Score 

(FRS) [7], Joint British Society risk calculator 3 (JBS3) [8]. 

Based on various ethnicities, the efficacy of the statistical models, risk ratings, was assessed in multiple studies [13–

14]. The primary finding of these studies was that the percentage of patients who have a high or low risk of getting 

CVD is predicted by these scores. 

When taught on appropriate medical data, machine learning algorithms represent an efficient alternative that can also 

be utilized for the identification of illness outcomes and events. The prediction of CVD has recently made substantial 

use of machine learning algorithms [15–17]. The suggested machine learning models produce accurate CVD 
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predictions that are greater than 90%. More precisely, in [18], the hyOPTXg model used optimized Extreme Gradient 

Booster and optimization approaches (min-max scaling, OPTUNA: hyper-parameter tweaking) to extract the greatest 

AUC value, which was equal to 0.947. In a different study [19], Extreme Gradient Boost and Gradient Boost showed 

the highest AUC value (0.812) among ten ML models used. Also, the results from the ML models were on par with 

or better than those from the Framingham and ACC/AHA risk models. 

Furthermore, Pouriyeh et al. [20] employed various machine learning techniques on the Cleveland Heart Disease 

database, including Naıve Bayes (NB), Multilayer Perceptron (MLP), Decision Tree (DT), K-Nearest Neighbor (K-

NN), Radial Basis Function (RBF), Support Vector Machine (SVM), and Single Conjunctive Rule Learner (SCRL). 

The bagging, boosting, and stacking techniques were used to assess the effectiveness of individual classifiers as well 

as the combination of these classifiers. When all classifiers are compared, SVM has the best accuracy and SCRL has 

the lowest. accuracy of 84.15% and 69.56%, in that order. Furthermore, anytime the bagging method is used, SVM 

remains the best strategy with the same accuracy %.But with 78.54%, DT is the worse model in this instance. Using 

bagging, SVM has also improved to 84.81%.After stacking, the MLP and SVM combination of classifiers turned out 

to be the most accurate, with an accuracy rating of 84.15%. 

In this work, we use only basic biomarkers typically obtained in the Ludwigshafen Risk and Cardiovascular Health 

(LURIC) dataset [21] to predict death due to CVD after 10 years of follow-up. Specifically, we used six different 

machine learning techniques, and Logistic Regression showed the best results. The findings indicate that the accuracy 

and area under the receiver's operating characteristic curve have mean values of 72.20% and 72.97%, respectively. 

SUPPLIES AND TECHNIQUES 

A. The entire process 

The analysis's procedure is shown in Fig. 1. The LURIC dataset, which comprises patients slated for coronary 

angiography, served as our starting point. The preparation of the data using feature selection and cleaning methods 

came next. 

Afterwards, we employed machine learning methods and addressed class imbalance. We next computed how well ML 

algorithms performed in foretelling death from CVD. These findings are a part of the TIMELY project, which attempts 

to calculate the mortality and risk score for cardiovascular disease in people with a 10-year risk. 

 

Figure 1 shows the current study's working diagram. 
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B. Description of the data 

Ludwigshafen Risk and Cardiovascular Health (LURIC) cohort medical data were used in this study [21]. 3,023 

characteristics, such as demographics, daily routines, biomarkers (inflammatory and molecular), genomics, T-cells, 

antibodies, and interleukins, were noted for 3,316 patients. Annotation of deaths from CVD after ten years is also 

included. As a result, in our study, annotation is the target and is divided into three groups. Class zero shows patients 

who are still living, Class 1 shows patients who have passed away from cardiovascular disease, and Class 3 shows 

patients who have passed away from another illness. We only included the first and zero classes, which had 484 and 

2547 patients, respectively. Based on the significance of the characteristics, a feature selection technique was used to 

choose every feature. Table I displays these characteristics along with their mean values. The clinician has easy access 

to the clinical data used in this analysis. 

This indicates that the results that were given line up with routine clinical practice. 

Table I: The Detailed Description of the Dataset's Attributes (LURIC). 
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C. Pre-processing of data 

One of the main components of our investigation has been the pre-processing of the data. In order to create a balanced 

dataset, a variety of strategies were used, including feature scaling, under sampling, feature selection using the Select 

K Best method, and cleaning using the Simple Imputer class. 

We employed the down sampling strategy in our investigation. When there is a suitable sample size of data, this 

method is used [22]. All samples were retained in the minority class one and choosing an equal number of samples at 

random from the majority class zero. This process is repeated until the observations from the majority and minority 

classes are balanced, resulting in a new dataset with a balanced 1:1 ratio for additional analysis. Ultimately, 484 
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deceased patients and 484 randomly selected living patients were subjected to the analysis. Following this procedure, 

40% of the dataset was split into training and test sets. 

D. Machine learning algorithms under supervision 

The Random Forest (RF) [23], Logistic Regression (LR) [24], Support Vector Machine (SVM) [25], Naïve Bayes 

(NB) [26], Extreme Gradient Boost (XGB) [27], and Adaptive Boost (AdaB) [28] are the six supervised machine 

learning classifiers that were selected for the current study. Most people agree that these models are suitable for 

predicting danger. 

E. Metrics for performance assessments 

Using conventional criteria such as Accuracy (ACC), Precision, F1-Score, Sensitivity/Recall, and Specificity, we 

estimated the performance in our analysis. Moreover, each classifier's performance has been compared using the 

Receiver Operative Characteristic Curve (ROC) and the Area under the ROC curve (AUC). 

RESULTS 

The Python software package was utilized to extract the results for all categorization models. We made particular use 

of the reliable scikit-learn 1.0.2 library, which offers effective methods for analyzing predictive data. In Table II, every 

measurement value is displayed and compared. The values that are displayed are the average values across ten runs. 

Table II: Results of the Performance Prediction for Every Module 

 

Moreover, Fig. 2 displays the accuracy mean values. According to the experiment results, out of all the classifiers 

examined, Random Forest and Logistic Regression had the lowest accuracy at 63.10% and the best accuracy at 

72.20%, respectively. For patients with a 10-year history of CVD, the best model to predict the mortality from CVD 

is the logistic regression classifier. 

For every applied machine learning approach, the area under the receiver operating characteristic curve (AUC) has 

also been computed and is displayed in Fig. 3. The maximum level of accuracy is indicated by a model with an AUC 

value that approaches 1. 

When comparing the AUC values, It is observed that the Logistic Regression model has the highest AUC value, 

whereas the Naïve Bayes model has the lowest AUC value. 
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Figure 2 shows the six classifiers' average accuracy values. 

 

Figure 3 shows the average receiver operative characteristic curve area values for six distinct classifiers. 

Additionally, a ROC curve analysis can be used to visualize the outcomes. In an illustrative run of the algorithm, we 

plotted the ROC curves for every classifier (Figure 4). 

In addition, we calculated the receiver operating characteristic (ROC) curve to determine the models' efficiency. Based 

on the algorithm's indicative run, the AUC values of 0.726 and 0.706 were roughly equalized for Support Vector 

Machine and Logistic Regression, respectively. 
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Figure 4 shows the prediction performance for each classifier in an indicative algorithm run as represented by the 

receiver operating characteristic curve. 

CONCLUSION 

keeping an eye on those with a history of cardiovascular the most crucial strategy for lowering patient mortality and 

preventing new cases is disease prevention. In this study, machine learning techniques were used to estimate the 10-

year risk of cardiovascular mortality for patients scheduled for angiography. Prior to being compared, the six machine 

learning models were used and evaluated with a range of parameter values to achieve the best accuracy. Every 

classifier's effectiveness has been assessed. Logistic regression fared the best out of the six strategies, with the highest 

average accuracy (72.20%) and AUC value (72.97%). The employment of several ML models in parallel, including 

both contemporary (like XGB) and conventional algorithmic models (like LR), is innovative in this work. seeking to 

forecast the 10-year mortality from CVD by using only readily obtained biomarkers in ordinary clinical practice. Our 

main objective has been to use various machine learning approaches on a short dataset to forecast the mortality of 

CVD and to select the most effective predictive computational model by comparing them. 

The population size and the lack of optimization tools were among the restrictions. Based on ten consecutive runs, the 

AUC and LR mean accuracy values in this research somewhat outperform those of XGB. In a subsequent analysis, 

we hope to incorporate 100 runs to further improve the validity and accuracy of the findings. Ultimately, creating a 

risk score is a future objective. Furthermore, inside the TIMELY project, the developed Coro predict score will be 

evaluated and compared with its calculated values in the LUC dataset. 
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